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Abstract–In recent years recommendation systems have changed the way of communication between both 

websites and users. Recommendation system sorts through massive amounts of data to identify interest of users 

and makes the information search easier. For that purpose many methods have been used. Collaborative 

Filtering (CF) is a method of making automatic predictions about the interests of customers by collecting 

information from number of other customers, for that purpose many collaborative base algorithms are used. 

CHARM algorithm is one of the frequent patterns finding algorithm which is capable to handle huge dataset, 

unlike all previous association mining algorithms which do not support huge dataset. This paper covers 

different techniques which are used in recommendation system and also proposes a new system for efficient web 

page recommendation based on hybrid collaborative filtering i.e. using collaborative technique and CHARM 

algorithm which are coupled with the pattern discovery algorithms such as clustering and association rule 

mining. 
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I. INTRODUCTION 

 

Web mining plays very important role for 

finding the frequent data pattern from Internet, 

data set, data mart etc. World Wide Web has 

become a powerful platform to store and retrieve 

information as well as mine useful knowledge and 

use that knowledge to predict the interest of 

people. Due to the huge, dynamic and unstructured 

nature of Web data, Web data researchers have 

used recommendation system to prediction of user 

interest.  

Web recommendation systems help the 

website visitors for easy navigation of web pages, 

quickly reaching their destination and to obtain 

relevant information. There are two types of 

approaches to developrecommendation system [1].  

i. Content based filtering method [2], 

ii. Collaborative filtering method [2]. 

In some cases combination of both the approaches 

[2] is preferred by the researchers. 

In Content-based filtering technique [2] 

filtering is done based on customer’s interested 

items. In content-based filtering technique, the web 

pages are recommended for a user very quickly 

from ancient database. In that database different 

content of items are added that the user has used in 

the ancient times and/or user’s personal 

information and preferences. The user’s data files 

can be constructed by using responses to questions, 

item ratings, or the user’s navigation information 

to infer the user’s preferences and interests. Using 

this method, recommendation can be done mainly 

from the available data-base and past experience of 

the website visitor. The disadvantage of this 

method is, not all the times users give their ratings 

properly for a website or web pages [2].  

In collaborative filtering approach, [3] web 

pages are recommended to a particular user when 

other similar kind of users also prefers those web 

pages. For example, it may be defined as users 

having similar ratings of web pages or websites or 

users having related navigation behavior.  

A collaborative filtering system collects all 

information about user’s interest on the web site 

from the web servers/database and calculates the 

similarity among the users interest. Users have 

similar characteristics will be categorized to the 

same group. This method had two disadvantages: i. 

Sparsity[4] ii. Scalability[5]. Recommendation 

systems using collaborative filtering approach to 

find the neighborhood generally necessitate very 

long computation instance that grows linearly with 

both the number of customers and the number of 

products or web pages. 

 

II. RELATED WORK 

 

Bamshadet al [6] have proposed a new 

algorithm based on web usage mining called 

Profile Aggregations. In that algorithm Clustering 

is done on database with respect to similar kind of 

transactions and also page view clustering is 
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applied to predict the similar pages in each 

transaction. 

Yoon Ho Cho et al [7] has used decision tree 

induction method, association rule mining 

algorithms and data warehousing technologies to 

solve the problem of sparsity and scalability in 

collaborative filtering technique. Because of that 

new hybrid technique has improved the efficiency 

of the collaborative filtering approach by using 

web usage mining. Authors have used web logs as 

a database to find the frequent patterns using 

Apriori algorithm. And to classify the customers 

author use Decision tree induction method. 

OlfaNasraouiet al [8] proposed Fuzzy 

approximation reasoning method on intelligent 

web recommendation system. They have extracted 

the user profile using used web usage mining and 

also they apply clustering method for grouping the 

user information on user database. For clustering 

they have used hierarchical unsupervised 

clustering method. And for recommendation they 

have used Fuzzy approximation reasoning 

techniques. 

MagdaliniEirinaki et al [9] have proposeda 

clustering method to produce better and quick 

recommendations to the end user. For clustering 

they used semantically coherent clusters. Also for 

recommendation they use Domain ontology which 

is based on the keywords extracted from the web 

contents.  

Feng Hsu Wanga et al [10] have used 

clustering and association rule mining using web 

usage mining for better recommendation. For 

clustering they used Hierarchical Bisecting 

Mediods. 

Baoyao Zhou et al [11] have used sequential 

pattern mining technique for predicting the next 

web pages. In second step they used model base 

filtering technique, which stores the sequential web 

access patterns, and also useful for user pattern 

matching and recommendation rules generation. 

Sumathi et al [12] have used Web usage 

mining techniques for determining the interest of 

“similar” Users. Authors divide it into two main 

parts: 

i. Offline: for that part authors use Data 

Preprocessing, Pattern Discovery and Pattern 

Analysis methods. 

ii. Online: In online part match the current user’s 

profile to the aggregate usage profiles is done. 

For that purpose use different recommendations 

techniques. In this paper for improving 

recommendation system quality, use active user 

search pattern which is comparison of different 

active users search pattern.  

Mohammad et al [2] have used collaborative 

technique and content mining filtering techniques 

for web page Recommendation. They also use 

Fuzzy C-Mean and Ant colony clustering 

techniques on offline process (i.e. page matching 

with the previous similar users and 

recommendation similar products information). 

Haibo Liu et al [13] have used the data 

structures such as Web-Interest Matrix, User-

Interest Matrix, Class-Interest Matrix and 

Frequent-Path Matrix for recommendation and 

personalization of websites based on the user 

interest. Because of that product recommendation 

is developed on the basis of user interest.  

FlorentGarcin et al [14] have used context tree 

technique for better recommendation of news and 

stories. This system provides better 

recommendation on the basis of user’s interest. 

Because of that improved prediction accuracy and 

recommendation quality. 

III. COLLABORATIVE FILTERING   

TECHNIQUES 

 

In recommendation system Collaborative 

filtering technique plays very important role. It 

uses only the rating data across huge dataset. In CF 

different customers rates ‘N’ items or have similar 

behaviors so CF will rate or act on other items 

similarly. CF technique use already available 

information from log servers related to items/user 

interest to predict items/user interest to different 

active (new) users which might like active (new) 

user. [1] To handle the increasing number of users 

and items, to make effective commendation in a 

short time period and also to deal with other 

problems like cold star problem, synonymy, data 

noise, CF algorithms must deal with highly sparse 

data. Basically CF techniques are divided into 

three parts: 

- Memory-based collaborative filtering technique 

- Model-based collaborative filtering technique 

- Hybrid recommendationtechnique 

a. Memory-based collaborative filtering 

technique: 

The memory base collaborative filtering 

technique is use complete dataset related to user-

item dataset. As described by Breese et. al 

Memory-based CF algorithms generally use rating 

matrix to store user-item database to generate 

recommendation. Mostly in memory base 

collaborative filtering technique use neighbors 

item datasets to find the interest of user, which use 

in future for all the ratings by referring to users or 

items whose ratings are similar to the other user or 

items. 

 

b. Model based collaborative filtering technique:  

The main drawback of memory base 

collaborative filtering technique is it use complete 

dataset related to user-item datasets and because of 
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that this system is not work as fast as other 

collaborative system and also occurs scalability 

problem when generate real-time entries in 

recommendations system database. To overcome 

those problems, model-based recommendation 

systems are introduced by researchers. In Model-

based recommendation systems use some small 

datasets called model. This model is design using 

extracting some information from the huge 

database related to particular parameter/attribute 

and uses this model every time without using huge 

database, because of that models increases both 

speed and scalability of recommendation system. 

The design and progress of models permit the 

system to recognize somewhat complex patterns 

based on the training data, and then issue 

recommendations for the collaborative filtering 

tasks for testing data or real-world data, based on 

the fitted models. A model-based CF algorithm 

includes Bayesian models, cluster-based CF and 

regression-based methods to solve the 

shortcomings of memory-based CF algorithms. 

c. Hybrid recommendation technique:  

Now a day’s hybrid collaborative filtering is 

more popular because it improves quality of web 

page recommendation or user interest 

recommendation. Hybrid Collaborative Filtering 

systems combine Collaborative Filtering with other 

recommendation techniques, to make better 

predictions or recommendations of web pages to 

new users [7]. The hybrid recommendation 

techniques are basically divided into two parts first 

that include all preprocessing methods and second 

that includes all rule finding. Because of that 

hybrid recommendation system improves the 

predication scalability and quality

. 

 

 

Sr. 

No. 
Author Name & 

Title 

Approach 

used 

Techniques and 

algorithms 

used 

Advantages Disadvantages 

1. BamshadMobasher, 

Honghua Dai, Tao 

Luo, Miki 

Nakagawa. 

” Improving the 

Effectiveness of 

Collaborative 

Filtering on 

Anonymous Web 

Usage Data”. 

Collaborative 

Filtering 

approach  

 

Profile 

aggregation 

clustering  

 

Fast results show 

because of 

clustering, 

Scalability 

problem solved. 

Gray Sheep 

problem and 

cold star 

problems  

2. Yoon Ho Cho, Jae 

Kyeong Kim, 

SoungHie Kim. 

“A personalized 

recommender system 

based on web usage 

mining and decision 

tree induction. 

Expert Systems with 

Applications”. 

Collaborative 

Filtering 

approach  

 

Decision tree 

induction and 

Association rule 

mining  

 

overcome the 

problem of 

sparsity and 

scalability. 

Gray Sheep 

problem and 

cold star 

problems 

occurs. 

3. Feng Hsu Wanga, 

Hsiu-Mei Shao.  

“Effective 

personalized 

recommendation 

based on time-

framed navigation 

clustering and 

association mining. 

Expert Systems with 

Applications”. 

Collaborative 

Filtering 

approach  

 

Hierarchical 

bisecting 

clustering and 

Association rule 

mining  

 

Improve 

prediction quality. 

Gray Sheep 

problem and 

cold star 

problems 

occurs. 

4. Harita Mehta, 

ShvetaKundraBhatia, 

Collaborative 

Filtering 

Entropy based 

similarity 

Improve 

prediction quality 

only for the 

trustworthy 
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PunamBedi and 

Dixit V. 

S.“Collaborative 

Personalized Web 

Recommender 

System using 

Entropy based 

Similarity Measure”. 

approach  

 

measure  

 

customers 

5. Shiva Nadi, 

Mohammad Hossein 

Saraee, 

AyoubBagheri. 

“A Hybrid 

Recommender 

System for Dynamic 

Web Users, 

International Journal 

Multimedia and 

Image Processing”. 

Content base 

filtering 

approach 

Rating 

techniques is 

used  

Improve 

prediction quality 

Gray Sheep 

problem  

6. OlfaNasraoui and 

Chris Petenes.  

“An Intelligent Web 

Recommendation 

Engine Based on 

Fuzzy Approximate 

Reasoning”. 

Web usage 

mining 

Fuzzy 

approximation 

reasoning 

techniques 

Improve 

recommendation 

Scalability 

problem 

7. Baoyao Zhou, Siu 

Cheung Hui and 

Kuiyu Chang. 

“An Intelligent 

Recommender 

System using 

Sequential Web 

Access Patterns. 

Cybernetics and 

Intelligent Systems”. 

Web usage 

mining 

sequential 

pattern mining 

technique and 

user pattern 

matching 

techniques  

Improve 

prediction quality 

using 

recommendation 

rules generation 

method 

Scalability 

problem 

8. Mohamed 

KoutheaïrKhribi. 

“Automatic 

Recommendations for 

E-Learning 

Personalization Based 

on Web Usage Mining 

Techniques and 

Information Retrieval”. 

Content and 

Collaborative 

filtering 

approach  

 

Browsing 

History for e-

learning  

 

Improve 

efficiency, 

Scalability  

Gray Sheep 

problem, cold 

start problem. 

 

Table 1: Authors and their Techniques used for Web Recommendation 
 

 

IV. PROPOSED METHODOLOGY 
 

In this paper new system is proposed for more 

effective web page recommendation with the help 

hybrid collaborative filtering technique which is 

combination of collaborative filtering technique 

and pattern finding algorithms. For better patter 

discovery used CHARM algorithm has been used. 

To improve the result of CHARM algorithm, it has 

been applied on clustered datasets, because of that 

it captured all closed item sets very quick and 

perfectly from cluster dataset.The new 

recommendation system is developed with the 

following four processes:  

(i) Data Preparation (also termed as data 

preprocessing in web usage mining field). 
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(ii)  Clustering the web log files user wise. 

(iii) Determining the associative patterns. 

(iv) Web page recommendation. 

 

 

 
 

Fig 1: general architecture of proposed 

recommendation system. 

 

4.1Data Preparation  
Whenever the user interacts with the website, 

the interaction details are recorded in the web 

server in the form of web log files. Web log files 

[15] are maintained in the web servers in the form 

of plain text files. It is too difficult to use the web 

log files directly.  

Preprocessing techniques are necessary for the 

web logs to discover the knowledge from them. 

Commonly the web log files are maintained in 

Web Servers (Web Logs for all the users), Proxy 

Servers (Maintained Somewhere) and Browser 

(Web Logs for the particular client).  

 

The data preprocessing is considered as the 

important activity in web usage mining technique 

and treated as a key to success. It consists of the 

following steps:  

Data Collection  

Data collection is the first step in web log 

preprocessing. The web logs may be collected 

from web server, proxy server or client machine.  

Data Cleaning  

Data cleaning is the important step in 

preprocessing. In this step, irrelevant and noisy 

data are removed from the log files. The result of 

data cleaning has the fields like date, time, client 

ip, URL access, Referrer and Access log files.  

 

 

 

4.2 Clustering the web log files based on user 

wise 

For cloistering a datasets use K-mean 

algorithm. 

K-means Algorithm  

In K-mean algorithm data is clustered into 

different groups based on attributes/features into K 

number of groups. K is positive integer number. K-

mean prototype (center-based) clustering technique 

which is one of the algorithm that solve the well-

known clustering problem. It creates a one-level 

partitioning of the data objects.  

K-means (KM) define a prototype in terms of 

a centroid, which is the mean of a group of points 

and is applied to dimensional continuous space. 

Another technique as prominent as K-means is K-

medoid, which defines a prototype that is the most 

representative point for a group and can be applied 

to a wide range of data since it needs a proximity 

measure for a pair of objects. The difference with 

centroid is the medoid correspond to an actual data 

point [15]. 

4.3 Determining the associative patterns  

For finding association rules use CHARM 

algorithm which is efficient algorithm for mining 

all closed frequent itemsets. 

Association rule mining basically divided into 

two steps. 

i. Finding the set of all frequent itemsets.  

j. Testing and generating all basic rules among 

itemsets.  

The CHARM algorithm is basically divided 

into two steps: in first step find some mine all 

frequent itemsets, in second step it mine the set of 

closed frequent itemsets, which is mostly used than 

the set of all frequent itemsets. The main 

advantage of CHARM algorithm is redundant rules 

can be eliminated, because of that prediction time 

and quality are improved.  

 

3.4 Web page recommendation 

For web page recommendation used any 

model base system to recommend the web pages. 

This model system is used to identify the next 

pages based on the sequence of previously visited 

pages by the users. When a new user enters to 

obtain the suggestion of web page, the sequence 

path of that user is compared with the CHARM 

algorithm pattern and it would recommend the web 

page using the probability definition. 

V. CONCLUSION 

 

Recently several recommendation systems 

have been proposed, that are based on 

collaborative filtering, content based filtering and 

hybrid recommendation technique. Collaborative 
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filtering technique (CF) is one of the most 

successful recommendation techniques to solve the 

scalability problem related to recommendation 

system and also providing better recommendation. 

In this paper cover all collaborative based 

recommendation techniques which are used for 

better recommendation. Also proposed new 

improve collaborative filtering technique using 

Hybrid recommendation which is combination of 

both K-mean algorithm and CHARM algorithm. 

This Hybrid recommendation method improves the 

prediction quality of recommendation system. 
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