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ABSTRACT : The aim of medical image enhancement and retordas to effectively extract informati
contained in the image for diagnosis. This papecdsses the standard techniques of image enhantame
restoration for medical images. Experimental resuf Ultrasonography (USG) modalities are preserdad
analysed

1. Introduction

Image enhancement is the processing of images pooira their appearance to human viewers, in terins o
better contrast and visibility of features of imsf; or to enhance their performance in subseqenputer-
aided analysis and diagnosis. The objective of oadmage enhancement is dependent on the applicati
context and is often poorly defined, and the ddterre often subjective, image enhancement techridpe
appropriate to be ad hoc. Image enhancement icdilgsimproving the interpretability or perceptiaof
information in images for human viewers and prawdibetter' input for other automated image praogss
techniques.

Image restoration concerns the removal or reduaifaregradations that have occurred during the ieeaent
of the image. Such degradations may include neikigh are errors in pixels values, or optical effesuch as
out of focus blurring due to sensor maotion.

2. Image Enhancement

The principal objective of enhancement is to precas image so that the result is more suitable than
original image for a specific application. The wakcific is important, because it establishebatiutset that
the techniques discussed in this paper are verhmprablem oriented. Thus, for example, a methotithquite
useful for enhancing Ultrasound images may not sesrdy be the best approach for enhancing pictafes
Mars transmitted by a space probe. Regardlesseofnithod used, however, image enhancement is otte of
most interesting and visually appealing areas afgenprocessing.

Image enhancement approaches fall into two categoi) spatial domain methods ii) frequency domain
methods. The term spatial domain refers to the @nqagne itself, and approaches in this categorypased on
direct manipulation of pixels in an image. Frequedomain processing procedures are based on refgrthe
Fourier transform of an image. Enhancement teclesidiased on various combinations of methods fraseth
two categories are not unusual. We note also tlaatynof the fundamental techniques introduced is figiper

in the context of enhancement are used in subseoquapers for a variety of other image processing
applications.

There is no general theory of image enhancemenen\dm image is processed for visual interpretatioa,
viewer is the ultimate judge of how well a partauimethod works. Visual evaluation of image quaigya
highly subjective process, thus making the debnitof a “good image” an elusive standard by whioh t
compare algorithm performance. When the problemnis of processing images for machine perception, th
evaluation task is somewhat easier. For examplgeating with a character recognition applicatiang leaving
aside other issues such as computational requitsmére best image processing method would be tige o
yielding the best machine recognition results. Heave even in situations when a clear-cut criterimi
performance can be imposed on the problem, a neataiount of trial and error usually is requireddrefa
particular image enhancement approach is selected.

In spatial domain techniques, we directly deal viite image pixels. The pixel values are manipulated
achieve desired enhancement. In frequency domaihads, the image is first transferred in to frequen

ISSN: 0975 — 6779 NOV 11 TO OCT 1pVOLUME — 02, ISSUE - 01 Page 229



JOURNAL OF INFORMATION, KNOWLEDGE AND RESEARCH IN
ELECTRONICS AND COMMUNICATION

domain. It means that, the Fourier Transform ofithege is computed first. All the enhancement oj@ma are
performedon the Fourier transform of the image and thel Inverse Fourier transform is performed to get
resultant image. These enhancement operationseai@ped in order to modify the image brightness)trast
or the distribution of the grey levels. As a consatre the pixel value (intensities) of trutput image will be
modified according to the transformation functigrpked on the input value
Image enhancement is applied in every field whenages are ought to be understood and analyzec
example, medical image analysis, analysis of imdgem satellites etc. Image enhancement simply me
transforming an imagginto imageg usingT. (WhereT is the transformation. The values of pixels in iesf
andg are denoted byands, respectively. As said, the pixel valir ands are related by 'e expression,

w1
Where, T is a transformation that maps a pixel&(r) into a pixel value (s)The results of this transformati
are mapped intthe grey scale range as we are dealing here otitygmey scale digital images. So, the res
are mapped back into the range [-1], where L= , k being the number of bits in the image beingsodered.
So, for instance, for an it image the ran¢ of pixel values will be [0, 255].

Enhancement

Figure 1the Effect of Image Enhancement

2.1 Point Processing Operation

The simplest spatial domain operations occur whemeighbourhood is simply the pixel itself. InstoaseT is
referred to as a grey levebhnsformation function or a point processing ofilera Point processing operatio
takes the formation shown equation (1
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Figure 2Basic grey level transformations

i. Image Negatives
The most basic and simple operation in digital iem@gocessing is to compute the negative of an image
negative of an image with gray levels in the rafi@el-1] is obtained by using the negatitransformation
shown in Figure 2which is given by te expression
w2

Reversing the intensity levels of an image in thisnner produces the equivalent of a photographjatie.
This type of processing is particularly suited émhancing white or gray detail embedded in darkoregof an
image, especially when the blagkeas arprevailingin size. The pixel gray values are inverted to cotapghe
negative of an image. For example, if an imageinéd & x C, having maximum gray value 255, wher
represents number of rows and C represents nunflcefumns, is represerd by I(r, ¢). The negative N(r, c)
image I(r, c) can be computed as

C 3
The resultant image becomes negative of the ofigimage. Negativimages are useful for enhancing white
grey detail embedded in dark regions of an ir.
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Original Image Negative Image

Figure3 Original digital mammogram and Negative gmaobtained using the negative transformation using
equation 3

ii. Thresholding in spatial domain Transformations
Thresholding transformations are particularly ub&fu segmentation in which we want to isolate djeot of
interest from a background as shown in figure below

Dark <— Light
A
=

Dark

Dark <—— Light Dark

Light

Figure 4 Thresolding transfer function

Figure 5 Thresholding transformation applied on Aggaphy MR Image

iii. Logarithmic Transformations
The general form of the log transformation is

" # .5
The log transformation maps a narrow range of leput grey level values into a wider range of outpalties.
The inverse log transformation performs the oppadsansformation. Log functions are particularlgfug when
the input grey level values may have an extrenalgd range of values. In the following example Foerier
transform of an image is put through a log transfte reveal more detail.

s=1log(1 +r)

Figure 6 Effect of Logarithmic Transformation
iv. Powers-Law Transformations
Thenth power andith root curves shown in fig. A can be given by ¢ixpression,
$ %&
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This transformation function is also called as ganuorrection. For various values ofdifferent levels of
enhancements can be obtained. This technique e gommonly called as Gamma Correction. If you aeti
different display monitors display images at diffier intensities and clarity. That means, every toorfias
built-in gamma correction in it with certain gammsages and so a good monitor automatically corrattse
images displayed on it for the best contrast te giger the best experience. The difference beteeiog
transformation function and the power-law functiamshat using the power-law function a family afsgible
transformation curves can be obtained just by warythe . These are the three basic image enhancement
functions for grey scale images that can be appéasily for any type of image for better contrast a
highlighting. Using the image negation formula giabove, it is not necessary for the results tsmbpped into
the grey scale range [0, L-1]. Output of L-1-r anatically falls in the range of [0, L-1]. But fon¢ Log and
Power-Law transformations resulting values areroffeite distinctive, depending upon control pararetike

and logarithmic scales. So the results of thesgegashould be mapped back to the grey scale ranget a
meaningful output image. For example, Log funct®or c log (1 + r)results in 0 and 2.41 far varying
between 0 and 255, keepingl. So, the range [0, 2.41] should be mapped ta-{0, for getting a meaningful
image.

Lw

Figure 7 Power Law Transformations

V. Histogram Processing
The histogram of a digital image with intensityéés/in the range [0, L-1] is a discrete function

(& * .. 6
+,-./,0/1.,2 34560
*y 167809 :;<.=051./,-0.74>0?.,- ./,0/1.,2
Histograms are frequently normalized by the totahber of pixels in the image, assumingMrmx N image, a
normalized histogram.
@ £ E FF 7
Is related to probability of occurrence ofin the image

Histogram Equalization
Histogram equalization is a common technique fdra@cing the appearance of images. Presume we lmave a
image which is mostly dark. Then its histogram wiolk skewed towards the lower end of the grey saade
the entire image feature is solid into the dark ehthe histogram. If we could “stretch out' theyglevels at the
dark end to produce a more uniformly distributestdgram then the image would become much clearer.

0 100 200
Histogram of Image

3l 0 100 200
Equalilized Image Histogram of Equalized Image

Fig. 8 Histogram Equalization of Angiography MR igea

Histogram Matching
Histogram equalization automatically determinesaagformation function seeking to produce an ouimatge
with a uniform histogram. Another method is to gate an image having a specified histogram is Hisim
matching.
1. Find the histograr@  of the input image and determine its equalizatiansformation.
He@ .8
2. Use the specified PDE)  of the output image to obtain the transformatiamction:
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KL H @ .9
3. Find the inverse transformatidn K VN the mapping fronsto z:
L O PKMN .. 10

Obtain the output image by equalizing the inpuage first; then for each pixel in the equalizedgmaperform
the inverse mapping to obtain the correspondinglpi% the output image. Histogram matching enabkeso
“match” the gray scale distribution in one imagéhe gray scale distribution in another image.

2.2 Results of Basic Image Enhancement Techniques
Basic Image enhancement techniques performed dougaimages of Ultrasonography modality and their
results are given below.

Original Image mage Negative

Figure 9 Results of basic Enhancement techniqué

MULTIPLE LIVER MASSES MULTIPLE LIVER MASSES MULTIPLE LIVER MASSES

Original Image Image Negative Histogram Equalize Image

Figure 10 Results of basic Enhancement techniqug$ss focal liver image

3. Image Restoration

The concept of image restoration differs signifitafrom the idea of image enhancement. While enharent
aims at improving the appearance of the imagesopiibperties with respect to the following analy&g a
human operator or even automatic), the goal oforasbn is to remove an identified distortion fraime
observed image, thus providing the best possittimate of the original undistorted image. The oledrimage
may be distorted by blur, geometrical deformatiod aon linear contrast transfer.

3.1 A Model Of Image Degradation
The process of image degradation and restoratinrbeadescribed by the model which is shown in &giit.
Wheref(x, y) represents an original image ayd, y)is the corrupted image. In the mod&(x, y)represents an
additive noise introduced by the system, afx y)is the point spread function of the blur, whit€x, y) and
p(x, y)are restored image and restoration system purpespectively. The degraded image can be modelled
by:

"QR SQR ! QR # QR 11
Where, * stands for convolution. Due to processh@image in digital form, the above equation camhbitten
in the matrix-vector form. The expression of theatpn in frequency domain by the Fourier Transfism

KTUVTUWTU# TU .12
So, if we design a restoration filter:
XTU Y;

yu LYzl Dzl .13

Y Z[ YZ[

Given the degraded imaggx, y),if we can estimate thie(x, y),namely PSF, the restored image will be obtain.
Basedon this theory, it is crucial to identify the tri®SF, a verwdifficult task for the limitation of prior
knowledge.
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Figure 11 the model of degradation and restoration

3.2 Noise Models

Most of the noise degradation comes to digital iesaduring their acquisition and/or transmissionwille
variety of factors may affect performance of imagiransmissiorhardware. For instance, light levels an
sensor temperature of a CCD camera are two maptorfadetermining the amount of noise in the résy
image.The spatial noise descriptor is the statisticalalvéur of the intensity values in the noise conent.
Noise intensity can be considered as a randombla characterized by a certain PDF.

i. Gaussian Noise:
Gaussian noise is very attractive from a mathemlgioint of view since its DFT is another Gausgiaocess
PDF of Gaussian random varialde
N Kkekea!
@ = T .. 14
Here z represents intensitygs the mean (average) value of z ¢ is its standard deviatiol 2 is the variance
of z. The PDF Curve of Gaussi noise isshown in figure 12.

ii. Rayleigh Noise
Rayleigh noise is specified as
A k pkt '

@L - L ] For Lu ... 15

The mean and variance are givel
¢t # defw .. 1€
A bhM_
- .17

The Rayleigh density is useful for approximatingwkd histograms. Used in range imaging. PDF Curve of
Rayleigh noise is shown figure 1z.

iii.Erlang (Gamma) Noise

Erlang is specified as
i1 gk

N MoJ For Lu .. 18

Herea > 0 andb is a positive integer. The mean and variance amngb)
La fn .. 19
"g fn . .. 20

When the denominator is the gamma function,PDF describes the gamma distribution. TPDF Curve of
Erlang noise is shown in figure 12.

iv. Exponential Noise
Exponential noise is specified as

@ MoJ For Lu 221

Here a > 0. The mean and variance are givt
t n o 22
g" na .. 23

Exponential PDF is a uniquease of ErlancPDF with b =1. Used in laser imaging. TIPDF Curve of
Exponential noise is shown figure 1z.

V.Uniform Noise
Uniform noise is specified as
N

The mean and variance are givel
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ixb

La — .25
N .26
The PDF Curve of Uniform noise is shown in figuz 1
vi. Impulse Noise
Impulse noise (salt-and-pepper) is specified as
@L Y% .27

If b>a, intensity b will appear as a light dot ¢re timage and appears as a dark dot frequentlya #nd b are
saturated values, resulting in positive impulséad®hite and negative impulses being black. This@& shows
up when quick transitions — such as faulty switghintake place. The PDF Curve of Impulse noisédsvs in
figure 12.

piz) plz) pl2)

plz)

Uniform Impulse
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b z ' b

Figure 12 the Probability Density Functions of @int Noise Model
3.3 Spatial Domain Filtering Technique

i. Low Pass Filter ( Smoothing Filter)

Smoothing filters are utilized for blurring and fooise reduction. Blurring is used in pre-procegsteps, such
as removal of small details from an image prioflémge) object extraction, and bridging of smalpgén lines

or curves. Noise reduction can be accomplishedliyibg with a linear filter and also by nonlineftering.
The response of a smoothing, linear spatial filiersimply the average of the pixels include in the
neighbourhood of the filter mask. These filters simes are called low pass filters.

By replacing the value of every pixelan image by the average of the gray levels in tightbourhood
defined by the filter mask, this process resultaimimage with reduced “sharp” transitions in gtayels.
Because random noise typically consists of shapsttions in gray levels, the most obvious applicabf
smoothing is noise reduction. However, edges aftsocharacterized by sharp transitions in gray Kkveb
averaging filters have the undesirable side effeat they blur edges. Another application of thyjset of process
includes the smoothing of false contours that tefsom using an inadequate number of gray levels. &om
use of averaging filters is in the reduction ofrélevant” detail in an image. Use of the firstdiltyields the
standard average of the pixels in the mask. Thisbest be seen by substituting the coefficienth®fimask into
equation 28

il .. 28
Which is the average of the gray levels of the Igixe the « € « neighborhood defined by the mask. Note that,
instead of being 1/9, the coefficients of the filtge all 1's. The idea here is that it is comgdatally more
efficient to have coefficients valued 1. At the asfdthe filtering process the entire image is ddddby 9. A

€ mask would have a normalizing stable equal to 1/frspatial averaging filter in which all coeffggits
are equal is sometimes called a box filter.

ii. High Pass Filter ( Sharpening Filter)

The principal objective of sharpening is to highlidgine detail in an image or to enhance detait ties been
blurred, either in error or as a natural effecagfarticular method of image acquisition.

Uses of image sharpening vary and include apptinatianging from electronic printing and medicahgimg to
industrial inspection and independent guidance antial systems. These filters sometimes are céligd pass
filters.
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iii. Max Filter
The max filter plays a key role in low level imageocessing and vision. It is identical to the
mathematicaimorphological operation: dilation. The brighteskedi gray level values are identified by this
filter. It has been applied by many researchersrwove pepper noise. Though it removes the pepgise Iit also
removes theblock pixel in the borderThis filter has not yeapplied to remove the speckle in medical
image. Hence it is proposed for speckle noise rexfoam the medical image. It is expressed as:

y f ” Tf:tA %oé < %oé GE'f,, .. 29
It reduces the intensity deviation between adjapéxels. Implementation of this method for smoothing
images is easy and also reducing the amount afsittedeviation between one pixel and the next. Tdsult
of this filter is the max selection processingha sub image areans

iv.Min Filter
The min filter plays a significant role in imageopessing and vision. It recognizes the darkestipigey value
and retains it by performing min operation. Thitefi was proposed for removing the salt noise ftbmimage
by researchers. Salt noise has very high valugsages. The operation of this filter can be exprdsss:

OR ..Z.g. 1 < .. 30

It removes noise better than max filter but it reledsome white points around the border of the region o
the interest. In this filter each output pixel valean be calculated by selecting minimum gray |saéle of the
chosen classical window.

V.Median Filter

It is so called as the median of all pixels in ealoregion of an image. It performs much bettenthdathmetic
mean filter in removing salt and pepper noise framimage and in preserving the spatial detailsaipet
within the image. This method is particularly etige when the noise pattern consists of strongkestike
components and the characteristic to be presesvedge sharpness.

Vi.Geometric Mean Filter
The gray level of pixel (x, yln g, the Geometric filter replaces the gray leige] y) by taking into account the
surrounding detail and attenuating the noise byelirg the variance. This filter is known as smoothingtispa
filters, with the median and geometric mean filtetdperforming the arithmetic mean filter in redugimoise
while preserving edge details. Increasimegghbourhood sizen, results in higher noise attenuatidit also loss
of edge detail.
The geometrianean filter is member of a set of nonlinear meéer§, which are better at removing Gaussian
type noise andreserving edge features than the arithmetic métar. fThe geometric mean filter is very
susceptible to negative outliers. The geometricrmitr is defined as:

|

~T™

SQR *« -, g " — .31

It is not suitable for removing impulse noise ie image each output pixel is given by the proddi¢che pixels
in the sub image window and raised to the powemlMihere m is number of rows in the image and n is
number of columns in the image. It is better thaamfilter in smoothing but it tends to lose lesage detail in
the process.

Geometric mean filter did not blur the image ascmas mean filter. It is suitable for GaussiansaoiThe
output of each pixel is calculated by the powereafiprocal of the image size of the product ofpalels values
in the classical window,s.

Vii Lee Filter
The Lee filter is based on a linear speckle noisglehand a minimum mean square error (MMSE) design
approach. The Lee filter identifies regions witlwland constant variation as areas for noise resluctn a
region with no signal activity, the filter outputse local mean. When signal activity is detectbd,filter passes
the original signal through unchanged. This is eebil by implementing a filter of the form specifieg
equation 32

¥ es;# e a .. 32
Where it is the central pixel in th8 window and W is the weighting function range besw@ f to 1 for regions
with high signal act. The weighting function is@alated according to equation 33
Yr
¥

Where¢T %‘ and¢, f are the coefficient of variation of the noisaiiand the image is I. In areas of high

variance, edges are assumed and little to no soe®thing is done.
In other words, the Lee filters smoothes away ndisg leaves fine details unchanged. Thereforemigor
drawback is that it leaves noise in the vicinityedfes and lines.

(0} .. 33
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«a :ﬂ { I§~N§§!
» M—NN {in&O08 .34
The mean and standard deviation are calculated fozal regions in the image defined by smaller voiwvd

generally with dimensions€« € °€° within each window, the local mean and vnce are estimated
according to equation 34

Viii Kaun Filter

In the Kuan Filter the multiplicative noise modesl first transformed into a sig-dependent additive noit
model. Then the MMSE criterion is then appliedhis tmodel. The resulting filter has the same foethe Lee
filter but with a different weiglimg function as shown iequation 35.

The Kuan filter made no estimate the original model. From this point of view,dan be considered to
better to the Lee filter. Teh Kuan filter can be derived directly by applyingetMMSE criterion to th
multiplicative model.

Ix Frost Filter
The Frost filter differs from the Lee and Kuandil with respe that the scene reflectivity is estimated by
convolving the observed image with the impulse oase of the coherent imagirmethod. The system’s
impulse response is calculated by minimizing themsquare error between the observed image arstéme
reflectivity model, assumed tfme an autoregressive process. The resulting fifier a few simplifications can
be written as.

5 -f®@ ™ & .. 36
Where K is a constant controlling the damping @téhe impulse response functions at the pixelédilter.
When the variation coefficierit' is small, the filter behaves like an LP filter srtiiag out the speckles; whe
°" is large, it has a propenstiy preserve the original observed image. Tprove upon the frost filt, suggest
dividing an image into areas belongingsingle of three classes:
Homogeneous areas in which the speckles may béneliad simply by applying an LP filt
Heterogeneous areas in which the speckles are tedueed while preserving texture Areas contaimsolated
point targets, where the filter should preservedhserved valu
Areas are classifying basen the varicion coefficients, Cu and CIl. Modifiedrrost filters using thi
classification.

2 S f®@ 3 °.§ & .. 37
Where func({tg)) is a hyperbolic function of (ty) defined as follows.

»a S e

Y, zq MY, =
e S Z2 - Ny ... 38

2 T
A adapted_ee filter may also be derived in ttmethod Comparing the modified filters with the originélcan
be seen that at the two extremes (i.e. the homagesnarea classnd isolated point target cla the output is
forced to be equivalend the averacd value and the observed value with oufiledring, respectively.

36" ©

! ) H Y1 MVi g

X. Wiener Filtering

The inverse and pseudiaverse filters remain sensitive to noise. In existenceof additive white noise, it doe
not work well. Wiener filter can overcome this itation. Wiener filtering is a method of restoriilgages ir
the presence of blur as well as no

Original Restored
e e fmage

nlm,n)

Additive noise

Figure 13 Process of Wiener Filtering

Wiener Filter is defined by
H' (g, ) S, (w4, )

H (g, )" S, (g, w5) + S, (94, w5)

G(w,, w,) = .39
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Where §,, and S, are Fourier transforms of the auto-correlation fioms of u(m n)and h(m n)
respectively.

Procedure:

1) Read an image (any size up to 512x512).

2) Calculate the three different H(u,v) with k=020 0.001 and 0.00025.

3) Calculate G(u,v) with H(u,v) obtained in 2), esttbw the three different blurred images.

4) Take the inverse filtering and Wiener filterifay each G(u,v).

5) Show the restored images with ratios N/H, whérand H are power spectra of additive noi¢e, n)and
h(m, n)respectively.

Xi Diffusion Filtering Technique
The diffusion filtering category includes filtersaded on anisotropic diffusion, coherence anisatrdgfusion
and speckle-reducing anisotropic diffusion. Theker§ have been recently presented in the liteeatind are
nonlinear filtering techniques. They simultaneouplsrform contrast enhancement and noise reduction b
utilizing the coefficient of variation.
Diffusion filter

Diffusion filters remove the noise from an image tmpdifying the image via solving a partial diffetiah
equation (PDE). Smoothing is carried out dependingthe image edges and their directions. Anisotropi
diffusion is an efficient nonlinear technique fooncurrently performing contrast enhancement angenoi
reduction. It smoothes homogeneous image regiarng;eiains image edges without requiring any infation
from the image power spectrum. It may, thus, diydme applied to images.

Consider applying the isotropic diffusicquation given by
SRR U G ... 40
using the original noisy imageg, ¢, as the initial condition, wherée',¢ ., is an image in the continuous
domain,i andj specify the spatial positiohjs an artificial time parameted,is the diffusion constant, arg is
the image gradient. Modifying the image accordiaghis linear isotropic diffusion equation is ecalent to
filtering the image with a Gaussian filter.

Anisotropic diffusion filtering
In anisotropic diffusion the main motto is to en@ge smoothening within the region in preferencah®
smoothening across the edges.
Perona and Malik replaced the classical isotrofifaglon equation, as described above, by the thiotion of a
functiondi,j,t = f (|Gg|) that smoothes the original image while tryingteserve brightness discontinuities with

EEEIl 75iop ~ ~ Ex E. c . E. A
Ezll IZIPl §3& s 1@ -E—EI§N-E—_E_ §N‘z—#§i|§m§ s® .. 41a

Where {g| is the gradient magnitude, add|Cg|) is an edge stopping function, which is chosesatiisfyd 0
when g| , So that the diffusion is stopped across edges.

This function, called the diffusion coefficiedt (|Cg|), which is a monotonically decreasing functiontio¢
gradient magnitudeCJ|, yields intraregion smoothing and not interregiosmoothing by impeding the
diffusion at image edges. It increases smoothingligh to the edge and stops smoothing perpendic¢aléhe
edge, as the highest gradient values are perpdadiouhe edge and dilated across edges. Theelbit(|Cg|)
can greatly affect the area to which discontinsitige preserved. For exampledif(|Cg|) is constant at all
locations, then smoothing progresses in an isatro@nner. Id (|Cg|) is allowed to vary according to the local
image gradient, then we have anisotropic diffusion.

A basic anisotropic PDE is given in Eq. (41@yo different diffusion coefficients were proposéd
Reference and also derived in Reference. The dffusoefficients suggested were
S N N AOCEO
WhereK andK1 are positive gradient threshold parameters, knasvdiffusion or flow constants. The diffusion
coefficient in Eq. (41b) was used as it was foumgerform better in our images

A discrete formulation of the anisotropic diffusionEg. (41a) is

A{\A mY}xNE‘D}xNE 1EO# yuneDiune " O # je Plew " 1O # yemn DY ewn
"yeP ... 42a

Where the new pixel gray value fi,j at locationis
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Seg " e# Vj i
Where e jMNE: jEXN: yemn: are the diffusion coefficients for the west, eastrth, and south
pixel directions, respectively, in a four-pixel gkbourhood around the pixglj where diffusion is computed.
The diffusion coefficient leads to the largest ukibn where the nearest-neighbour difference igektr (the
largest edge), whereas the smallest diffusionlsutsted where the nearest neighbour differenseniallest (the
weakest edge).
The constan@ (E * is a scalar that determines the rate of diffuséorrepresents the spatial neighbourhood of
pixeli, j, and &.| is the number of neighbors (generally four exedphe image boundaries).
Perona and Malik linearly approximated the direwioderivative in a particular direction &' ¢ " e
"y ¢ (for the east direction of the central pixg). Modifying the image according to Eq. (42), whisha linear
isotropic diffusion equation, is the similar like filtering the image with a Gaussian filter.

Anisotropic Diffusion Filter for Speckle-ReducingSR)
The essence of speckle-reducing anisotropic ddfus the replacement of the gradient-based edigetdeCy
(IGal) in an original anisotropic diffusion PDE withetinstantaneous coefficient of variation that igadle for
speckle filtering Cadsr (|Cg[). The speckle-reducing anisotropic diffusion efiltfor de-speckle uses two
seemingly different methods, namely, the Lee [3,88 85] and Frost diffusion filters. A more gealarpdated
function for the output image by extending the PEgEsions of the de-speckle filter is

e AEUQg 2C"+C"ypx Fve
The diffusion coefficient for the speckle anisoimgiffusion Cdsad ({7g|) is derived as
—0G:0 5 Gy’

Tyt g CMye”
It is required thatCiov (|Cg|]) 0. The above instantaneous coefficient of vamatombines a normalized
gradient magnitude operator and a normalized L#gtaoperator to act like an edge detector for sigeck
images. A high relative gradient magnitude andvarelative Laplacian indicate an edge. The Speokdiicing
anisotropic diffusion filter utilizes speckle-reding anisotropic diffusion after Eq. (42) with theffdsion
coefficientCiov (|Cg|) in Eq. (44).

G G Fwv

3.4 Results of Different Restoration Technique
Results of Basic Filtering Techniques for Ultrasgraphy Images

.,

NULTIPLE LIVER MASSES

Original Image

MULTIPLE |IVER MASSES

High Pass Filtered

Min Filtered Max Filtered Mdan Ftered
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Lee Filtered Kaun Filtered Frost Filtered

MULTIPLE LIVER

Geometric Mean Filtered Wiener Filtered Anisotropic Diffusion Filtered

Figure 14 Results of basic filtering techniqueld®G Focal Liver Image.

TABLE 1 RESULTS OF QUALITY ASSESSMENT PARAMETERS FOR USG FEICLIVER IMAGE

SR.NO FILTERING METHOD MSE PSNR CcocC
Noisy Image 135.0891 26.8246 0.9902
1 Low Pass Filter 86.2728 28.7721 0.9937
2 High Pass Filter 2.3972e+003 13338 0.8592
3 Min Filter 688.5606 19.7514 0.9810
4 Max Filter 2.0073e+003 15.1047 0.9671
5 Median Filter 103799 27.9446 0.9924
6 Lee Filter 95826 28.3727 0.9931
7 Kaun Filter 95826 28.3727 0.9931
8 Frost Filter 219.0612 27251 0.9841
9 Geometric Mean Filter 6.8000e+004 9.8057 0.9917
10 Wiener Filter 6.7984e+003 9.8067 0.9782
11 Anisotropic Diffusion 0.0013 77.1367 0.9945
Conclusion

In this paper, we introduce various techniqueséstoration of Medical Ultrasound images it carcbecluded
that spatial domain filtering methods such as, Kean, frost, Anisotropic Diffusion Filter for Splde
Reduction (ADSR), Mean and Median filtering teclhugg and seen that speckle noise is difficult taicedrom
the medical ultrasound image with spatial domalapdive filter. Through the experiment on our wband
images results based on performance parameter iandligation are shown in this paper. The expertmen
results prove that the PDE based Anisotropic Diffadilter gives better noise reduction and thepotiimages
prove Anisotropic Diffusion filter the image withds information loss.
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