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            ABSTRACT: A Mobile Augmented Reality platform is developed for viewing occluded objects which could provide users a see-through vision capability that is users are able to view occluded information in such a way that they are viewing it directly through the object and work with spatial co-ordinates accordingly. In this system  a mobile platform robot along with a surveillance camera sends the information to the remote location so as to view the occluded object. The system also considers the Augmented Reality-Virtual Reality interaction using Constructive Solid Geometry and a Tinmith-glove for collaboration between indoor and outdoor users. Using the collaboration of Augmented Reality and Virtual Reality user is given much more control as Augmented Reality is used for image creation and manipulation while virtual reality is used for direct manipulation. The user’s ability to view this and the appearance of an outdoor area occluded by an object was also compared with another set of users who were watching the video sequence of that area. The users  from various age groups were questioned  and there feedback on a number of  tasks they were made to perform to get a know-how as to whether the approach of outdoor Augmented Reality is efficient or not.
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1.  INTRODUCTION

Augmented Reality combines real-world with computer generated images and 3D models so as to bridge the gap between physical world and virtual world. Kameda[1] developed a system to overcome the shortcomings of Augmented Reality where the Augmented Reality users are able to view and examine the environment which is in direct vision of the user and is not obstructed from him. Thus we have used a surveillance camera to capture the images from occluded locations which is then presented on user’s current view. Rendering remote images on user’s display is more easy and usable [11].This helps because it lets user identify spatial relations between the relevant locations. The problem to use a predefined geometric model was overcome by the use of Mobile Augmented Reality. The Mobile Augmented Reality system uses a Mobile Robot platform that consists of a camera for capturing video from occluded locations .Here the user is made to wear pinch gloves and also has on-screen menus. The system uses Tinmith-modeling system where not only existing models can be modeled but new unique geometry can also be created. In this system a Celoxica RC 200 reconfigurable computer[13] is used which consists of Xilinx Vertex 2 1000 Field Programmable Gate Array(FPGA) RAM,LCD panel, video capture chips and an RS-232 port .RC 200 prefers dedicated circuits over FPGA for common tasks .A head worn camera is used to capture video frames and the co-ordinates of markers attached  to user’s thumb are calculated. Grand TecMega view video overlay receives the same video signal to provide video see-through Augmented Reality. In this system there is no need for laptop to process video stream. RC 200’s power consumption without LCD display is 4W while it is 19W with video overlay device.

2. LITERATURE ANALYSIS 
U. Neumann, S. You, J. Hu, B. Jiang, and J. Lee [6] developed the Augmented Virtual Environment (AVE) where multiple video sources are rendered as textures onto a 3-D model. The 3-D model was developed with the consideration that video source rendered could be used accordingly.

This was extended by J. Hu, S. You, and U. Neumann [9], to support texturing from a video sequence while real images were brought by Kameda. The texturing from video sequences provides great support, usability and flexibility to the user. The system provides user the facility to view what is on the other side, which is rather occluded by a given object say wall in such a way that feels he is seeing-through occluded object. This system was evaluated by Tsuda.

Also M. A. Livingston, J. E. Swan, J. L. Gabbard, T. Höllerer, D. Hix, S.Julier, Y. Baillot, and D. Brown Livingston [3], researched viewing occluded objects in immersive AR scenario and how well users judge the spatial relationship X-ray vision. Wang also developed a range of desktop visualization, that could handle around 50 surveillance cameras, installed in a large-multistory building. For the purpose of interaction we use hand-gestures like that of Tinmith-hand. The Tinmith-hand consists of pinch gloves, menu control key using a thumb control and a 3-D modeling system. Tinmith Metro (an outdoor AR application [4]) and Tinmith-Virtual Reality (an outdoor VR application presented in [12]).Thus user’s head and hands are controlled and tracked within the 3-D space and the menu system is controlled by finger pinches.
3. VISUALISATION
We consider a picture-in-picture display as shown in fig1 to view the object as it is viewed by object from occluded locations. We get to see the display on the bottom most corner of screen. The system makes use of various rendering techniques like the simple overlay view mode. Apart from using the hand-gestures as in previous occluded systems some new addition have been made to enhance user’s experience. Thus an image snapshot  feature was then added for recording past frames and render them in the scene also. Hence we choose relative angles between current image in video stream and previous snapshot angle. Experiments reveal that a change of 25 degrees to both heading and camera’s pitch would help to cover the entire scene while avoiding any discrepancy to store images. Rendering the image as its background, it allows user’s position to be updated in virtual world, as the robot Tinmith system is advantageous to this situation, by allowing users to create geometry at any location.
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Fig 1. A street sign is made to disappear by rendering overit on the display. The remote video is shown Picture-in-Picture
 3.1 Visualizing Occluded Objects
A basic geometric model is necessary to render an image from camera and displaying them at remote locations after which the textures could be easily rendered onto the objects from the video stream. The  models are basically the simple approximations of objects due to the use of so-called photoelectric textures.

Magic lens style[5] as shown in fig2 overcomes the problem that came through in previous works[1],like that of abnormal depth to the user. This magic lens allows user to display the hidden information on a rectangular area chosen by him, giving the impression that we could see –through that location.
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Fig 2.Two-handed magic lens allows user to see-through buildings 

3.2 Making Objects Disappear
This technique enables user to draw an appropriate overlay on top of the object which obstructs the user’s vision, so that he can view as to what is behind the object. For removing a real-world object i.e. to completely disappear it we require a 3-D model that is able to cover the whole area of that object.

3.3 Interaction
Combining 3D-Cursors located on user’s hand and their line of sight it makes interaction in 3-D environments possible. Also eye cursors are used for specifying objects and plane along the line of sight relative to body. Thus system is able to support both image plane techniques [5] and also direct manipulation of objects .Augmented Reality can thus be thought as a image plane technique while VR direct manipulation of objects.

 4. IMPLEMENTATION

For mobile Augmented Reality we require two components. First is the mobile platform, which is an electric wheelchair comprising of Laptop, GPS receiver, camera and orientation sensor. Microcontroller board operates the motor controller and the laptop is responsible for communicating with Microcontroller, to signal the start and stop operation. Secondly the Tinmith computer consists of all the above components along with Head Mounted Displays (HMD’s) and wireless pinch gloves. The two components communicate via 802.11 wireless networks. 

Constructive Solid Geometry and a glove-based menu system called Tinmith-Glove are the techniques which could build collaborate between a users outdoors operating in Augmented Reality to an application with indoor Virtual Reality application. The wireless systems are connected to each other via wireless network and share the same information. Augmented Reality users are displayed by the use of so-called Avatars while label and points are used to display virtual objects on user’s outdoor view. To support such mobile Augmented Reality with balanced precision we have interfaces like Tinmith hand which consists of pinch gloves and a menu control. It also requires Tinmith Metro-an outdoor Augmented Reality application and Tinmith-Virtual Reality application. Tinmith metro helps user to capture designs of buildings which are beyond arm’s reach while Tinmith-Virtual Reality is about modeling virtual objects and also Direct Manipulation of objects which are in arms reach. For using Virtual Reality modeling we take an arbitrarily covered roof . Palhemus 6 Degree of freedom trackers is used to track user’s movement. Initially a set of infinite planes are used to describe the roof and planes are also separated from each other but gradually using Constructive Solid Geometry intersect operation we can combine them. A convex region of the solid defines the solid. For complex objects we modify the part of object individually and interactively allowing user to make final adjustments to plane before saving the project. The background is unpredictable and is always changing colours. We use YUV data from the onboard SAA113H capture chip so that brightness information is contained in its own separate channel. A search for the range of colours is made by the threshold algorithm in the UV space and uses a wide tolerance on the Y channel so it will perform well in a wide range of conditions. the candidate pixels after being separated by thresholding, a centre of mass algorithm is applied onto the image to find the centre of pixels in the scene. If large blobs that are worn by the users are present would be clearly despite any background noise. Multiple colored blobs could thus b searched if multiple threshold and centre of mass algorithm are applied in parallel. As soon as the blob centres are found the RS-232 serial port transmits the XY co-ordinate for rendering to the Augmented Reality display. Frames are captured by RC200 at PAL 50 hz refresh rates and is processed by the Field Programmable Gate Array at 25 hz in real-time due to interlacing of video signals.  

Yet another issue that should be taken into account is problem space viewed differently by a number of people from different perspectives in mixed space collaboration of Augmented Reality and Virtual Reality. This is often required in environments where the surrounding environment changes continuously. For this we use manipulation metaphors i.e. Exocentric where users have a God-like eye and Egocentric which is an immersive system and is placed directly in the environment. 

5. EVALUATION

Users were put under two different conditions:-one using a wearable computer outdoors for rendered image and other a source video at LCD monitor. Thus AR system has quite a few advantages like data is available to the user at the same place and it is easy for him to use it but it also has limitation’s as those of tracker error, image alignment etc.

5.1 Hypothesis
The various hypothesis to be tested are:-Users are able to understand the contents more easily when used as see-through compared to their direct viewing through LCD. Multiple simultaneous videos are analyzed more easily and quickly by users. Comparing and aligning real-world location is done more accurately and quickly by users
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Fig 3. Colored markers were placed on walls and recorded

5.2 Tasks
We took some participants and divided them into 2 groups one for indoor and other for outdoor. We had persons from all age-groups  and comprised of both males and females. For the task we chose two separate locations. For maintaining consistency of results  it was required that both users view the same. Thus we used a prior captured video instead of a robot surveillance camera with a resolution of 320X240.

5.2.1 Single Video Task
In this the outdoor participants were asked to display 4 brightly colored dots on occluded area and mark the location of marker on the map. Similarly indoor participants were also asked to mark its position. The video could be viewed any numbers of times by the participants.
 

5.2.2 Double Video Task
This task uses another location. We use multiple locations and ordering to avoid learning effects. This time participants were made to view two videos at same time. In this the participants were also asked to mark position of markers as shown in fig3.

 5.2.3 Scenario Task
This task constituted of finding location of 3 injured people and best point to reach that person from adjacent building which has some videos in it. For this the participants were asked to determine 3 markers visible in the video. The outdoor participants were taken to the location to see it.

6. RESULTS

After an intense session of feedback and questionnaire on tasks performed the hypothesis was clearly justified as rendering remote images in case of mobile Augmented Reality is found to be more easy and usable as compared to direct video rendering. For outdoor participants there was a significant decrease in the time to perform the double video task as compared to the single video task however there was no significant change for the indoor participants. Some common questions were asked to both indoor and outdoor participants  and the questions were rated on a 5-point scale as easy, agree, low to hard, disagree, high.
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Apart from the fixed questionnaire the participants were also asked to provide feedback on their experiences.

7. CONCLUSIONS AND FUTURE ENHANCMENTS
We have presented a system which allows user to view occluded objects , using Tinmith systems which provides user to work in unfamiliar environment ,by creating 3-D models as per the requirement. This system is also capable of removing undesirable hindrance causing objects, by using overlays. The user is  able to view in the image from remote locations using a mobile robot platform which captures images and allows user to view it by picture in picture display. For a better collaboration we made use of Constructive Solid Geometry along with Tinmith-glove for the purpose of interaction. The Tinmith Metro system used helps to reduce power consumption and weight issues which are generally seen a bottleneck in mobile Augmented Reality applications as it helps the outdoor user to move more freely and swiftly across the entire region. It is also required that the algorithm selected is apt and appropriate for this. Compared to the use of video input the use of mobile Augmented Reality was found to be better when a series of tests was conducted over two different groups of people one indoor viewing the video and other outdoor on whose screen images were rendered from remote locations. The outdoor participants were found to have more speed and accuracy than their indoor counterparts. The research also helped us establish the fact that visual cues are better and more useful than audible cues in a mixed space collaborative environment of Augmented Reality and Virtual Reality when outdoor mobile Augmented Reality is used to provide see-through vision across any occluded object. Their better co-ordination and better visual cues better helps an outdoor user to locate the position of objects more easily and clearly. Also from a user point of view the entertainment value in Augmented Reality games is more with these visual cues rather than audio.
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