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            ABSTRACT : Content-based image retrieval (CBIR) is the system that can filter images based on their content. The term 'content' in this context might refer to colors, shapes, textures, or any other information that can be derived from the image itself. Content-based image retrieval is also known as query by image content (QBIC) and content-based visual information retrieval (CBVIR). CBIR differs from classical information retrieval in that image databases are essentially unstructured, since digitized images consist purely of arrays of pixel intensities, with no inherent meaning. One of the key issues with any kind of image processing is the need to extract useful information from the raw data before any kind of reasoning about the image’s contents is possible. There is a growing interest in CBIR because of the limitations inherent in metadata-based systems, as well as the large range of possible uses for efficient image retrieval. Many CBIR systems have been developed, but the problem of retrieving images on the basis of their pixel content remains largely unsolved. CBIR system is able to serve queries ranging from scenes of purely natural objects such as vegetation, trees, sky, etc. to images containing conspicuous structural objects such as buildings, towers, bridges, etc. Different implementations of CBIR make use of different types of user queries.
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1. INTRODUCTION

Content-based Image Retrieval (CBIR) is the application of computer vision techniques to the image retrieval problem. Image retrieval problem is actually the problem of searching for digital images in large databases.  CBIR is considered as subset of image processing and computer vision, since it draws many of its methods from the fields of image processing and computer vision. However, it differs from these fields principally through its emphasis on the retrieval of images with desired characteristics from a collection of significant size. Image processing covers a much wider field, including image enhancement, compression, transmission, and interpretation. [2]       

There is a growing interest in CBIR because of the limitations inherent in metadata-based systems, as well as the large range of possible uses for efficient image retrieval. Textual information about images can be easily searched using existing technology, but requires humans to personally describe every image in the database. This is impractical for very large databases, or for images that are generated automatically. Content-based image retrieval (CBIR) is mainly used for following purpose: 

· Art collections

· Photograph archives

· Retail catalogs

· Medical diagnosis

· Crime prevention

· The military

· Intellectual property

· Architectural and engineering design

· Geographical information and remote sensing systems  
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Figure 1: Content Based Approach

Many CBIR systems have been developed, but the problem of retrieving images on the basis of their pixel content remains largely unsolved. Different implementations of CBIR make use of different types of user queries [1]. QBIC provides several query methods. Following are the query methods:

· Simple Query

· Multi-Feature Query

· Multi-Pass Query

QBIC data model has:

· Still images or scenes (full images) that contain objects (subsets of an image), and

· A video shot that consists of set of contiguous frames and contain motion objects.

Fast Searching & Indexing:

Content-based visual information retrieval (CBIR) is based on extracting and indexing of metadata, objects and features, and relations between objects in images and video. Indexing pursues the goals to accelerate the queries and overcome the "curse of dimensionality" in performing the content-based search. Metadata indexing is a complex application-dependent problem that includes automatic analysis of unstructured text descriptions, definition of image standards and translation between different standards. But indexing of objects and features in multimedia databases is even more complex and difficult problem that has no general solution. In any retrieval system, fast searching & indexing are the most important issues. Proper indexing & fast searching increases the performance of the system. Over the last few decades several methods have been proposed by various researchers in the field of CBIR for the fast searching of the image data. Indexing tabular data for exact matching or range searches in traditional databases is a well understood problem, and structures like B-trees provide efficient access mechanisms. In this scenario, indexing assure sub linear search while maintaining completeness. Thus, all   records satisfying the queries are returned without the need for examining each record in the database. However, these traditional indexing method is not appropriate. As the database grows these classical methods can be less effective. In modern information processing like CAD (Computer Aided Design), cartography and multimedia applications use multi-dimensional data objects which means that the objects have more attributes. Thus, the database system needs an efficient multi-dimensional index structure. The use of object shape is one of the most challenging problems in creating efficient CBIR. The object's shape plays a critical role in searching for similar image objects. In image retrieval, one expects that the shape description is invariant to scaling, rotation, and translation of the object and is naturally either 2D or 3D depending on the object.

R-Tree [11] is the most accepted data structure for multi-dimensional index structure. R-Tree, also called as Rectangle Tree, represents data objects by intervals in several dimensions. An R-Tree is a height-balanced tree similar to a B-Tree. Leaf nodes contain pointers to data objects. The index is completely dynamic. Structure is designed in such a way that a spatial search requires visiting only a small number of nodes. The spatial data is comprised by a MBR (Minimal Bounding Rectangle) which become formatted and comprised from a MBR again. This structure continues up to the root. Eventually the root comprises a MBR over all objects. The Figure 2 shows an example of an R-Tree.     
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Figure 2: Structure of a simple R-Tree

A, B and C are the root nodes. A, for instance, covers child nodes D, E, F and G, and comprises them with a minimal bounding rectangle. An R-Tree satisfies the following properties:

· Every leaf node contains between m and M index records unless it is the root Thus, the root can have less entries than m

· For each index record in a leaf node, I is the smallest rectangle that spatially contains the n-dimensional data object represented by the indicated tuple

· Every non-leaf node has between m and M children unless it is the root

· For each entry in a non-leaf node, i is the smallest rectangle that spatially contains the rectangles in the child node

· The root node has at least two children unless it is a leaf

· All leaves appear on the same level. That means the tree is balanced

But both R-trees and R*-trees work well until the dimension of the indexing key is less than 20. Otherwise dimension reduction should be performed before indexing the feature vectors.
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Figure 3: Multiway search R-tree: a vector search key is compared to the hyperrectangles in each successive node.

2. LITERATURE REVIEW

Numerous works are available in the literature related with the Content-Based Image Retrieval. Several reviews of the literature on image retrieval have been published, from a variety of different viewpoints. A brief summary of some of the significant researches is presented below:

Enser [1995] reviews methods for providing subject access to pictorial data, developing a four-category framework to classify different approaches. He discusses the strengths and limitations both of conventional methods based on linguistic cues for both indexing and search, and experimental systems using visual cues for one or both of these. Aigrain et al [1996] discuss the main principles of automatic image similarity matching for database retrieval, emphasizing the difficulty of expressing this in terms of automatically generated features. They review a selection of current techniques for both still image retrieval and video data management. Eakins [1996] proposes a framework for image retrieval, classifying image queries into a series of levels, and discussing the extent to which advances in technology are likely to meet users’ needs at each level. Idris and Panchanathan [1997] provide an in-depth review of CBIR technology, explaining the principles behind techniques for colour, texture, shape and spatial indexing and retrieval in some detail. De Marsicoi et al [1997] also review current CBIR technology, providing a useful feature-by-feature comparison of 20 experimental and commercial systems. [3]

A number of structures has been proposed for handling multi-dimensional point data. Antoine Guttman was one of the first persons to propose them. In 1984, Guttman published a book[Gutt84] in which he presented a data structure called R-Tree (Rectangle Tree) that represents data objects by intervals in several dimensions. [5]

3. THE CUSTOMIZED-QUERIES APPROACH

The traditional approach to content-based image retrieval tries to find one set of features that distinguishes the different classes well and at the same time finds the n best images for retrieval. The customized-queries approach, on the other hand, breaks this task into two levels: 

· Find the set of features that distinguishes the different major classes,

· Customize the query by using the specialized set of features in the query’s class to obtain the best n images to retrieve.

4. RELEVANCE FEEDBACK DECISION TREES IN CONTENT-BASED IMAGE RETRIEVAL

Relevance feedback is a mechanism for improving retrieval precision over time by allowing the user to implicitly communicate to the system which of these features are relevant and which are not. In CBIR, a query is characterized by a feature vector which is then used by the retrieval mechanism to retrieve images from the database that have similar feature vectors. Similarity to the query is computed using either a default or user-defined similarity metric. Certain features or feature subsets may have varying degrees of importance with respect to the user, the

query image, and the particular retrieval goals of the user. Relevance feedback retrieval systems prompt the user for feedback on retrieval results and then utilize this feedback on subsequent retrievals with the goal of increased retrieval performance. A relevance feedback retriever should possess the following properties:

· Require limited feedback per iteration, as this alleviates the user’s time investment.

· Require only one or two iterations to produce fruitful results.

· Be fast enough for an online implementation.

A relevance feedback image retriever is a device that

takes as its input a query image and a list of n Kimages that have each been marked as either relevant or irrelevant by the user. [10]

Certain features or feature subsets may have varying degrees of importance with respect to the user, the query image, and the particular retrieval goals of the user. This problem has served as the impetus for what’s known as relevance feedback. Relevance feedback retrieval systems prompt the user for feedback on retrieval results and then utilize this feedback on subsequent retrievals with the goal of increased retrieval performance. After a set of images is retrieved, the user is given the ability to mark each image as “relevant” or “irrelevant”. These user ratings are relayed back to the system, which then attempts to infer which images in the database would be more pleasing to the user by learning from the ratings. A set of images are retrieved, and the process iterates until the user is satisfied with the results.

5. DATA FLOW DIAGRAM

[image: image5.emf]
Figure 4: Data Flow Diagram of CBIR System

6. CBIR APPLICATIONS

· Commerce (fashion, catalogue, etc.)

· Biomedicine (X-ray, CT, etc.)

· Crime prevention (security filtering, etc.)

· Cultural (art galleries, museums, etc.)

· Military (radar, aerial, etc.)

· Entertainment (personal album, etc.)

7. OPEN PROBLEMS IN CBIR SYSTEM

The first problem that is encountered in CBIR system is the nature of digital images and description of images. Another open problem is the semantic gap. It means discrepancy between low-level features and high-level concepts. High feature similarity may not always correspond to semantic similarity and different users at different time may give different interpretations for the same image. 
8. FUTURE SCOPE OF CBIR SYSTEM

When thinking about future research directions it becomes apparent that the goal needs to be a real clinical integration of the systems. This implies a number of changes in the ways that research is done at the moment. It will become more important to design applications in a way that they can be integrated easier into existing systems through 

open communication interfaces, for example based on XML as a description language of the data or HTTP  as a transport protocol for the data. Such a use of standard Internet technologies can help for the integration of retrieval methods into other applications. Such access methods are necessary to make the systems accessible to a larger group of people and applications and to gain experience that goes far beyond a validation of retrieval results. This can not only be seen as engineering but as research as the practical use of the integrated methods needs to be researched. 
9. CONCLUSION

Several reviews of the literature on image retrieval have been published, from a variety of different viewpoints. Many CBIR systems have been developed, but the problem of retrieving images on the basis of their pixel content remains largely unsolved. Many content-based image retrieval (CBIR) systems have been developed in the last several years. Almost all of these systems are founded on the premise that images can be characterized by global signatures for the purpose of retrieval from the database. One of the key issues with any kind of image processing is the need to extract useful information from the raw data before any kind of reasoning about the image’s contents is possible. The goal of Content-Based Image Retrieval (CBIR) systems is to operate on collections of images and, in response to visual queries, extract relevant image. The application potential of CBIR for fast and effective image retrieval is enormous, expanding the use of computer technology to a management tool.
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